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Abstract— This paper describes how multi-agent systems can help to solve a complex problem such as security and more precisely 

intrusion detection. Intrusion Detection System (I.D.S) is a component of the security infrastructure designed to detect violations of security 

policy. Most of the intrusions can be localized either by considering of models "pattern" of user activities (non-behavioral approach) or by 

considering the audit log (behavioral approach). False positives and false negatives are considered as the major disadvantages of these 

approaches. We consider that good I.D.S should respond to the characteristics of intelligent agents such as autonomy, distribution and 

communication.  

For this w e suggest a new approach based on multi-agent systems (M.A.S), which incorporates the characteristics of intelligent agents 

(automatic learning of new attacks) so that decisions taken by the system are the result of a work group of agents and makes IDS more 

f lexible and reliable. This approach is applied to a large data source and requires a previous work (pretreatment). 

Index Terms—  Security, attack, I.D.S, K.D.D, M.A.S, MLP, cognitive agent, learning. 

——————————      —————————— 

1 INTRODUCTION                                                                     

When the Internet was created, the main challenge was to 
enable data transmission. This objective was achieved, but at 
the expense in accordance with the security of users and data 
of organizations. They agree to take the risk because the 
security is difficult which makes their computer systems 
vulnerable to attacks. Various tools   to prevent these attacks 
or reduce their severity, but no solution can be considered 
satisfactory and complete. The I.D.S is one of the most 
effective tools to detect I ntrusions or attempted intrusions by 
user behavior or by the recognition of attacks from the stream 
of the network data. This last is to locate abnormal and 
suspected activities on the analysed target (network or host) 
[1].  

 
Various methods and approaches have been adopted for 

the design of intrusion detection systems. 
Our objective is to design an intelligent tool capable of 

detecting new intrusions while trying to solve one main 
problem of IDS which is the very large amount of data. For 
this, we suggest a new approach based on multi-agent systems 
(M.A.S), which incorporates the features of intelligent agents 
(learning new attacks). Our approach is applied to the data 
source KDD 99 Knowledge Discovery and Data Mining [2].   

 
This article is organized as follows: in the first section, we 

present intrusion detection systems and  their link with the 
SMA. In the second section, we discuss previous work with 
the scenario method. The third section is devoted to the 
presentation of our architecture based on  M.A.S with a pre-
processing module of our comprehensive data and a 

supervised learning of our cognitive agent. A conclusion and 
an outlook are presented in the fourth section. 

2   INTRUSION DETECTION SYSTEM  

An intrusion detection system is a tool that identifies 
abnormal activity on the analyzed target and to have 
prevention on the risks of intrusion. They are designed to 
analyze large volumes of data [3]. There are two main 
approaches to detect intrusions [4] [5] [6]. 

1) The behavioural approach (Anomaly Detection). 
2) The non-behavioural approach (scenario). 

The first approach is based on the assumption that the 
exploitation of a break in the system requires abnormal use of 
the latter and thus unusual behaviour of the user. The second 
approach relies on knowledge of techniques used by attackers 
to obtain typical scenarios. The best known and most easily 
understood method in this approach is pattern matching. It is 
based on pattern search (string or byte sequences) in the data 
stream.  
For the advantages and disadvantages of each approach we 
have table 1. 
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TABLE 1 
 COMPARISON BETWEEN THE TWO APPROACHES. 

 

 
 

2.1  Different types of IDS 

  The intrusion detection system or IDS can be classified into 
three major categories according to whether they are 
committed to monitor 
   - Network IDS or NIDS (Network based IDS). 
   - System IDS or HIDS (Host based IDS). 
   - Hybrid IDS (NIDS and HIDS). 
   NIDS: are tools that analyze network traffic, they generally 
include a sensor that listens on the network segment to    be   
monitored and an engine that performs traffic analysis to 
detect signatures attacks or differences facing the reference 
model. 
   HIDS: Their mission is to analyze system logs, control access 
to system calls and check file integrity. HIDS can rely on these 
auditing features, clean or not the operating system, for 
integrity checking, and generate alerts. They are unable to 
detect attacks exploiting the weaknesses of the intellectual 
property system stack, usually by denial of service as a SYN 
flood or other. 
     So a hybrid is ideal, all by improving the basic algorithms 
of detection and minimizes false positives, to identify complex 
attack scenarios. We can classify IDS according to various 
criteria. These can be used to select the most appropriate to the 
IDS needs. Some classifications are based on the behaviour of 
the IDS, some of their information sources; another 
classification based on their frequency of use of IDS with 
active or passive response is given. 

2.2  Related works    

 To adapt to changing security needs due to changes in 
networks, new intrusion detection systems must offer features 
such as adaptability, flexibility, distribution, autonomy, 
communication and cooperation. If we compare these 
characteristics with the different properties of intelligent 
agents (autonomy, adaptability, responsiveness,), it is very 
clear that SMA is very appropriate to the problem of intrusion 

detection [7][8][9][10]. Many attacks are caused by abnormal 
behavior of network elements, hence the need to distribute the 
IDS functionalities to several entities.  

In [11] the author has designed a multi-agent system for 
intrusion detection. This model is based on several layers 
according to a hierarchical model, extra and intranet.He 
worked on a scenario approach, his model is based on reactive 
agents. It does not detect new attacks. 

In [12] the author has designed an architecture based on 4 
well distributed agents. The approach used is based on the 
host, its security model an asymmetric cryptography.This key 
exchange between hosts can be broken if the attacker has a  
depth knowledge on cryptography. 

Detter [13] uses an architecture based on the network by 
placing a agent motor at each location. It is made of layers 
distributed to operate over arrange of distributed agent 
engines. This architecture takes advantage of the mobile agent 
paradigm to implement a system capable of an efficient and 
flexible distribution of tasks of analysis, monitoring, and the 
integration of existing detection techniques. 

In [14] the authors suggest to extend their system   with a 
model of case-based reasoning for learning new attacks. They 
propose to integrate to different agents (With the exception of 
the agent manager for Security Policy) a learning function 
based on the resemblance and similarities  between past 
attacks and new attacks. Their model did not produce a result. 

Brahimi [15] has developed an IDS based on mobile agents 
and on data Manning, where an update to the signing table is 
performed by data mining. 

In [16] the author uses the approach NIDS. Its architecture 
is based on a simulation based on KDD. He used an algorithm 
through reinforcement to detect new attacks, but his model 
did not give good results. There is a risk of convergence on 
unbalanced K.D.D. 

Raoui [17] has developed an IDS on a distributed platform 
based on the M.A.S. He used two types of reactive agents to 
detect known attacks and cognitive agents to detect unknown 
attacks (one agent detects viruses, Trojans ... the other).  

3  SUGGESTED ARCHITECTURE   

 In literature the network security experts say that 99% of new 
attacks that variations attack derived from known attacks; 
then how to detect new attacks? 
The autonomy of agent such  as learning can help solve this 
problem, since an agent perceives its environment and acts on 
it. So it learns from its own environment. We  suggest the 
following architecture for NIDS (Fig1). 
  
1. Administrator agent extracts the raw data source for the 
database. Some authors use the   Kdd99, because it requires a 
prior work. 
2. Then passes this data source by a decoding module 
(pretreatment). The purpose of this pretreatment is to make 
our signature-base balanced (equal  connection number of 
TCP-IP for each class of attack) and non-redundant in order to 
achieve good learning. This module consists of several steps 
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that run in succession (to be presented in detail in the next 
paragraph).  

3. The learning agent is used  to classify the different 
types of attacks and normal connections  by exploiting the 
power of the SMA (supervised learning). 

4. The agent test 2 enables to the classification module 
generated by the learning and decoding data source module 
must verify the performance of the system to detect new 
attacks that will be stored in the database via the 
Administrator agent. 

On a new connection, the information collected by the 
network will be analyzed by 2 agents. In  case of detecting a 
new attack, the administrator agent performs an update of the 
database through a communication between agents. 

5. The administrator agent sends a message Send () to 
agent test 1, asking whether or not an intrusion is in question 
to sent new attacks if they exist. 

6. The agent test 1 sends the message Answer (Normal 
Attack, unknown) to the administrator.  In case of a non-
existing connection in the database, another communication 
between agents is triggered. 

7.  The administrator agent sends a message Send () to the 
Agent Test 2,   requesting further attacks if they exist. 

8. The agent test 2 sends the message Answer (Normal, 
Attack) to the Administrator (the recognized class). 
9. In case of another attack detection, the administrator agent 
performs an update to the database. 
 

 

 

     

 
 

 
 
 

 
 

 
 
 

 
 

 
 
 

3.1   Module to decoding the data source  

   Due to the enormous size of the database Kddcup 99original 
[18] (about 5,000,000 connections, transforming the dump TCP 
traffic in 41 attributes), most authors have carried out their 
experiments using a sample of the original data set. This 
sample contains about 10% of connections (so far no signature-
based standard. Each project implements its own base, such as 
SNORT  [19]). 

The main classes of attacks for KDD99  data set are: 
 1. Probing: surveillance and survey, port scan (nmap, satan ... 
..) 
 2. DOS (Denial Of Service): Denial of Service (SYN Flooding, 
smurf3 ...) 
 3. R2L (Remote to User): unauthorized access from a remote 
machine (syn floo ding, smurf ....)  
 4. U2R (User to Root): unauthorized access for the privilege of 
an administrator. 
We find five classes of decisions: four types of intrusions and 
one Normal. 
 
Few authors use signature-based kdd99 because it requires an 
important previous work (pretreatment). The steps that run in 
succession are: 
 1. Elimination of redundant records: the base KDD99 contains 
many duplicate records. 
 2. Selection of attributes 
 3. Scanning the various fields symbolic and processing 
records in a format appropriate treatment. 
 4. Standardization of the great values 
 
After analyzing the data using the SAS tool company 
(Ringuedué, 2011), we found that such as some columns do 
not change, for example the column "num_outbound_cmds", 
which means that we will eliminate this column in the training 
set (value = 0). 
 
After calculation of similarity between the different columns, 
we noticed that some columns are similar to a rate of 99%, 
which implies that there is redundancy of information in the 
training set. Thus,  these columns will be represented by a 
single column, which gives us a transformation of TCP dump 
of 41 attributes and 24 attributes. 
The step of coding for   kdd99 is to convert the symbolic 
attributes in digital. The procedure is as follow: 
Initially, the names of attacks (as buffer_overflow, 
guess_passwd, etc...) are stored in one of five classes: 1 for 
Normal, 2 back, 3 for Probing, 4 and 5 U2R R2L. For the 2 nd, 
3rd and 4th columns, the symbolic attributes like 
protocol_type (3 symbols), service (70 different symbols) and 
flag (11 different symbols) are transformed into integer values. 
A normalization of data is required. Most columns have 
values between 0 and 1. Others,which represent the number of 
bytes, their values  are between 0 and 2661205  and that 
represented in kilobytes. The first column (time in seconds ) 
will be in minutes in order to reduce the values for learning 
and standardizing. 
 
After considering the distribution of data according to the 
protocol ,the service, and the types of attacks, we found 
that the data are not well balanced (fig.2, fig.3). The learning of  
imbalanced data is very important. A data set is unbalanced 
when the terms distribution of the class is very different from 
the uniform distribution. However to achieve a good learning 
instead of taking 60% of KDD and 40% for the test, we took 
60% of each type of attacks (60% of normal, 60%  of DOS 60% 
of probing, 60% of U2R, 60% of R2L  ) and the same for the test  

    

 
 
Fig. 1.    Construction NIDS w ith SMA.   

 

 

 

 

 

 
Fig. 5.   The classif ication rate for each class 
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40% of each   to ensure a balanced basis. 
We noticed that U2R and R2L are less important than the 
other classes, that’s why we took  10% for the first three classes 
(TAB 2). 

 
 TABLE 2 

  BALANCED KDD. 

     
      

  

     

 

 

  

 

 

 

 

   
 
 
 
  

 

3.2  Learning Agent with MLP neural networks 

 The autonomy of agents is considered as a powerful feature of 
M.A.S. We took advantage of these powerful agents for the 
detection of unknown attacks. We chose to use a supervised 
learning technique for the mutli-layer perceptrons MLP [20]. 
We believe that supervised learning is compatible with our 
architecture because the connection of the balanced K.D.D  
base  is desired output for the 24 attributes . 
Our neural network consists of an input layer of 24 neurons 
that represent the 24 columns (pretreated attributes K.D.D), an 
output layer of 05 neurons (1 + 4 normal attacks) and a hidden 
layer of few neurons all depending on experiments (Fig. 4). 
 

 

 

 

 

 

 

 

3.3   Results   

We set the threshold value to 0.0 and the value of learning 
step to 0.001.We varied the number of neurons in the hidden 
layer and the number of iterations. After several experiments, 
we obtained results that show the rate of learning 
(classification) and testing. There is an improved classification 
rate compared to the first tests (TAB 3). 

 
    TABLE 3 

  BEST CLASSIFICATION RATE. 

 

     

 

Fig. 2.  Distribution of data according of protocol.   

    

 

Fig. 3.   Distribution of data by type of attack   

 

 

 

 

Fig. 4.  MLP-NIDS.   
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Figure 5 shows the classification rate for each class for   the last 

and   best test. 

We notice an improvement in the recognition of each class, 
except for the U2R class that represents a rate of    5.26%, 
which seems obvious to us  for the following two reasons: 
 
1) This is a very rare type of attack. 
2) It accounts for 31 connections in our KDD (9302 
connections). 
 

 

 

 

 

 

 

 

4 CONCLUSION 

 In this paper, we have first presented a statement of the art 

in the I.D.S. We noticed that the prior works on the non 

behavioural approach use reactive agents to detect know 
attacks. Few authors use cognitive agents to detect new 

attacks. 
The suggest architecture is to enable us to detect new 

attacks as well as to take advantage of the M.A.S., like the 
autonomy (the agent learns from the environment and the 

attack classification). The administrator agent takes out the 
data source (sound effects K.D.D) and sends it to the decoding 

module (pretreatement) so as to eliminate the redundancies, 
the balance and the coding. The learning agent takes out the 

data from the pretreatment module and classifies the different 
types of attacks as well as the standard connections. 

Ovring to the classification module, generated by the 
learning and the decoding data source module, the agent test 2 

will allow verifying the performance of the system for 
detecting new attacks stored in the base. 

In the future, we are thinking of another learning for our 

cognitive agent (Q learning), to compare it with the results of 
the implemented M.L.P and   to make our approach active, 

taking into account the performance time. It is also to ensure 
an improvement in both the performance and the reliability of 

the system. 
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